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PREFACE

In the five years since we released the first AI100 report,
much has been written about the state of artificial
intelligence and its influences on society. Nonetheless,
AI100 remains unique in its combination of two key
features. First, it is written by a Study Panel of core
multi-disciplinary researchers in the field—experts who
create artificial intelligence algorithms or study their
influence on society as their main professional activity,
and who have been doing so for many years. The authors
are firmly rooted within the field of Al and provide an
“insider’s” perspective. Second, it is a longitudinal study,
with reports by such Study Panels planned once every five

years, for at least one hundred years.

This report, the second in that planned series of
studies, is being released five years after the first report.
Published on September 1, 2016, the first report was

covered widely in the popular press and is known to have
influenced discussions on governmental advisory boards
and workshops in multiple countries. It has also been used
in a variety of artificial intelligence curricula.

In preparation for the second Study Panel, the
Standing Committee commissioned two study-workshops
held in 2019. These workshops were a response to
feedback on the first AI100 report. Through them,
the Standing Committee aimed to engage a broader,

multidisciplinary community of scholars and stakeholders
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in its next study. The goal of the workshops was to draw
on the expertise of computer scientists and engineers,
scholars in the social sciences and humanities (including
anthropologists, economists, historians, media scholars,
philosophers, psychologists, and sociologists), law and
public policy experts, and representatives from business
management as well as the private and public sectors.

An expanded Standing Committee, with more
expertise in ethics and the social sciences, formulated a call
and actively encouraged proposals from the international
community of Al researchers and practitioners with a
broad representation of fields relevant to Al’'s impact in
the world. By convening scholars from the full range of
disciplines that rigorously explore ethical and societal
impacts of technologies, the study-workshops were aimed
at expanding and deepening discussions of the ways in
which Al shapes the hopes, concerns, and realities of
people’s lives, and, relatedly, the ethical and societal-impact
challenges that Al raises.

After circulating a call for proposals and reviewing
more than 100 submissions from around the world,
two workshops were selected for funding. One, on

“Prediction in Practice,” studied the use of Al-driven

predictions of human behavior, such as how likely a
borrower is to eventually repay a loan, in settings where
data and cognitive modeling fail to account for the social
dimensions that shape people’s decision-making. The
other, on “Coding Caring,” studied the challenges and

opportunities of incorporating Al technologies into the
process of humans caring for one another and the role
that gender and labor relationships play in addressing the
pressing need for innovation in healthcare.

Drawing on the findings from these study-workshops,
as well as the annual Al Index report, a project spun off
from AI100, the Standing Committee defined a charge for
the Study Panel in the summer of 2019" and recruited
Professor Michael Littman, Professor of Computer Science
at Brown University, to chair the panel. The 17-member
Study Panel, composed of a diverse set of experts in
Al from academia and industry research laboratories,

representing computer science, engineering, law, political

science, policy, sociology, and economics, was launched
in mid-fall 2020. In addition to representing a range of
scholarly specialties, the panel had diverse representation
in terms of home geographic regions, genders, and career
stages. As readers may note in the report, convening

this diverse, interdisciplinary set of scholarly experts,
allowed varying perspectives, rarely brought together,

to be reconciled and juxtaposed within the report. The
accomplishment of the Study Panel is that much more
impressive considering the inability to meet face-to-face
during the ongoing COVID-19 global pandemic.

Whereas the first study report focused explicitly on
the impact of Al in North American cities, we sought for
the 2021 study to explore in greater depth the impact
that Al is having on people and societies worldwide. Al
is being deployed in applications that touch people’s lives
in a critical and personal way (for example, through loan
approvals, criminal sentencing, healthcare, emotional
care, and influential recommendations in multiple realms,
for example). Since these society-facing applications will
influence people’s relationship with Al technologies, as
well as have far-reaching socioeconomic implications,
we entitled the charge, “Permeating Influences of Al in
Everyday Life: Hopes, Concerns, and Directions.”

In addition to including topics directly related to
these society-facing applications that resulted from the
aforementioned workshops (as represented by WQ1 and
WQ2 of this report), the Standing Committee carefully
considered how to launch the Study Panel for the second
report in such a way that it would set a precedent for
all subsequent Study Panels, emphasizing the unique
longitudinal aspect of the AI100 study. Motivated by the
notion that it takes at least two points to define a line, as
noted by AI100 founder Eric Horvitz, the Study Panel
charge suggested a set of “standing questions” for the Study
Panel to consider that could potentially then be answered
by future Study Panels as well (as represented by SQ1-
SQ12 of this report) and included a call to reflect on the
first report, indicating what has changed and what remains
the same (as represented here).

While the scope of this charge was broader than
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the inaugural panel’s focus on typical North
American cities, it still does not—and
cannot—cover all aspects of Al’'s influences on
society, leaving some topics to be introduced
or explored further in subsequent reports. In
particular, military applications were outside
the scope of the first report; and while military
Al is used as a key case study in one section
of this report (SQ7), vigorous discussions of
the subject are still continuing worldwide and
opinions are evolving,.

Like the first report, the second report aspires
to address four audiences. For the general public,
it aims to provide an accessible, scientifically
and technologically accurate portrayal of the
current state of Al and its potential. For industry,
the report describes relevant technologies and
legal and ethical challenges, and may help guide
resource allocation. The report is also directed to
local, national, and international governments
to help them better plan for Al in governance.
Finally, the report can help Al researchers, as well
as their institutions and funders, to set priorities
and consider the economic, ethical, and legal
issues raised by Al research and its applications.

The Standing Committee is grateful to
the members of the Study Panel for investing
their expertise, perspectives, and significant
time into the creation of this report. We are
also appreciative of the contributions of the
leaders and participants of the workshops
mentioned above, as well as past members of the
Standing Committee, whose contributions were
invaluable in setting the stage for this report:
Yoav Shoham and Deirdre Mulligan (2015-
2017); Tom Mitchell and Alan Mackworth
(2015-2018); Milind Tambe (2018); and Eric
Horvitz (2015-2019).We especially thank
Professor Michael Littman for agreeing to serve
as chair of the study and for his wise, skillful,
and dedicated leadership of the panel, its
discussions, and creation of the report.
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ABOUT AI100

The following history of AI100 first appeared in the preface of the 2016 report.

“The One Hundred Year Study on Artificial Intelligence (AI100), launched in the fall of 2014, is a
long-term investigation of the field of Artificial Intelligence (Al) and its influences on people, their
communities, and society. It considers the science, engineering, and deployment of Al-enabled
computing systems. As its core activity, the Standing Committee that oversees the One Hundred
Year Study forms a Study Panel every five years to assess the current state of Al. The Study Panel
reviews Al’s progress in the years following the immediately prior report, envisions the potential
advances that lie ahead, and describes the technical and societal challenges and opportunities these
advances raise, including in such arenas as ethics, economics, and the design of systems compatible
with human cognition. The overarching purpose of the One Hundred Year Study’s periodic expert
review is to provide a collected and connected set of reflections about Al and its influences as the
field advances. The studies are expected to develop syntheses and assessments that provide expert-
informed guidance for directions in Al research, development, and systems design, as well as
programs and policies to help ensure that these systems broadly benefit individuals and society.

“The One Hundred Year Study is modeled on an earlier effort informally known as the “AAAI
Asilomar Study.” During 2008-2009, the then president of the Association for the Advancement
of Artificial Intelligence (AAAI), Eric Horvitz, assembled a group of Al experts from multiple
institutions and areas of the field, along with scholars of cognitive science, philosophy, and law.
Working in distributed subgroups, the participants addressed near-term Al developments, long-
term possibilities, and legal and ethical concerns, and then came together in a three-day meeting
at Asilomar to share and discuss their findings. A short written report on the intensive meeting
discussions, amplified by the participants’ subsequent discussions with other colleagues, generated
widespread interest and debate in the field and beyond.

“The impact of the Asilomar meeting, and important advances in Al that included Al
algorithms and technologies starting to enter daily life around the globe, spurred the idea of a long-
term recurring study of Al and its influence on people and society. The One Hundred Year Study
was subsequently endowed at a university to enable extended deep thought and cross-disciplinary
scholarly investigations that could inspire innovation and provide intelligent advice to government

agencies and industry.”



INTRODUCTION

This report is structured as a collection of responses by the 2021 Study Panel to a collection of 12 standing questions

(8Qs) and two workshop questions (WQs) posed by the AI100 Standing Committee. The report begins with a list

of the 14 questions and short summaries of the panel’s responses, which serves as an overview of the report’s findings.

It then dives into the responses themselves and a brief conclusion section. An appendix includes a collection of

annotations to the prior report in the AI100 series, published in 2016.

HOW TO CITE THIS REPORT

Michael L. Littman, Ifeoma Ajunwa, Guy Berger, Craig Boutilier, Morgan Currie, Finale Doshi-Velez, Gillian
Hadfield, Michael C. Horowitz, Charles Isbell, Hiroaki Kitano, Karen Levy, Terah Lyons, Melanie Mitchell, Julie
Shah, Steven Sloman, Shannon Vallor, and Toby Walsh. “Gathering Strength, Gathering Storms: The One Hundred
Year Study on Artificial Intelligence (AI100) 2021 Study Panel Report.” Stanford University, Stanford, CA, September
2021. Doc: http://ai100.stanford.edu/2021-report. Accessed: September 16, 2021.

Study Panel

Michael L. Littman, Brown University, Chair
Ifeoma Ajunwa, University of North Carolina
Guy Berger, LinkedIn

Craig Boutilier, Google

Morgan Currie, The University of Edinburgh
Finale Doshi-Velez, Harvard University

Gillian Hadfield, University of Toronto

Michael C. Horowitz, University of Pennsylvania
Charles Isbell, Georgia Institute of Technology

Hiroaki Kitano, Okinawa Institute of Science
and Technology Graduate University and Sony Al

Karen Levy, Cornell University
Terah Lyons

Melanie Mitchell,
Santa Fe Institute and Portland State University

Julie Shah, Massachusetts Institute of Technology
Steven Sloman, Brown University

Shannon Vallor, The University of Edinburgh
Toby Walsh, University of New South Wales

Acknowledgments

The panel would like to thank the members of the
Standing Committee, listed in the preface.

In addition to setting the direction and vision for the
report, they provided detailed and truly insightful
comments on everything from tone to detailed word
choices that made the report clearer and, we hope!, more
valuable in the long run. Standing Committee chair
Peter Stone, in particular, deserves particular credit for
his remarkable ability to find ways to negotiate clever
solutions to the not-uncommon differences of opinion
that inevitably arise by design of having a diverse set

of contributors. We are grateful to Hillary Rosner,

who, with the help of Philip Higgs and Stephen Miller,
provided exceptionally valuable writing and editorial
support. Jacqueline Tran and Russ Altman were deeply
and adeptly involved in coordinating the efforts of both
the Standing Committee and the Study Panel.

We also thank colleagues who have provided pointers
or feedback or other insights that helped inform

our treatment on technical issues such as the use of

Al in healthcare. They include: Nigam Shah, Jenna
Wiens, Mark Sendak, Michael Sjoding, Jim Fackler,
Mert Sabuncu, Leo Celi, Susan Murphy, Dan Lizotte,
Jacqueline Kueper, Ravninder Bahniwal, Leora Horwitz,
Russ Greiner, Philip Resnik, Manal Siddiqui, Jennifer
Rizk, Martin Wattenberg, Na Li, Weiwei Pan, Carlos
Carpi, Yiling Chen, Sarah Rathnam.


http://ai100.stanford.edu/2021-report

TABLE OF CONTENTS

Preface 1
About AI100 4
Introduction 5
Standing Questions and Section Summaries 7
Workshop Questions and Section Summaries 11
SQ1. What are some examples of pictures that reflect important progress in Al and its influences? 12
SQ2. What are the most important advances in Al? 12
SQ3. What are the most inspiring open grand challenge problems? 18
SQ4. How much have we progressed in understanding the key mysteries of human intelligence? 24
SQ5. What are the prospects for more general artificial intelligence? 29
SQ6. How has public sentiment towards Al evolved, and how should we inform/educate the public? 33
SQ7. How should governments act to ensure Al is developed and used responsibly? 37
SQ8. What should the roles of academia and industry be, respectively, in the development and
deployment of Al technologies and the study of the impacts of Al? 43
SQ9. What are the most promising opportunities for Al? 48
SQ10. What are the most pressing dangers of Al? 53
SQ11. How has Al impacted socioeconomic relationships? 56
SQ12. Does it appear “building in how we think” works as an engineering strategy in the long run? 60
WQ1. How are Al-driven predictions made in high-stakes public contexts, and what social,
organizational, and practical considerations must policymakers consider in their

implementation and governance?: Lessons from “Prediction in Practice” workshop 63
WQ2. What are the most pressing challenges and significant opportunities in the use of

artificial intelligence to provide physical and emotional care to people in need?:

Lessons from “Coding Caring” workshop 69
Conclusions 71
Panel Member Bios 72
Annotations on the 2016 Report 75




STANDING QUESTIONS
AND SECTION SUMMARIES

SQ1. What are some examples
of pictures that reflect important
progress in Al and its influences?

One picture appears in each of the sections that follow.

SQ2. What are the most
important advances in Al?

People are using Al more today to dictate to their phone,
get recommendations, enhance their backgrounds on
conference calls, and much more. Machine-learning
technologies have moved from the academic realm

into the real world in a multitude of ways. Neural
network language models learn about how words are
used by identifying patterns in naturally occurring text,
supporting applications such as machine translation,

text classification, speech recognition, writing aids,

and chatbots. Image-processing technology is now
widespread, but applications such as creating photo-
realistic pictures of people and recognizing faces are
seeing a backlash worldwide. During 2020, robotics
development was driven in part by the need to support
social distancing during the COVID-19 pandemic.
Predicted rapid progress in fully autonomous driving
failed to materialize, but autonomous vehicles have
begun operating in selected locales. Al tools now exist for
identifying a variety of eye and skin disorders, detecting
cancers, and supporting measurements needed for clinical
diagnosis. For financial institutions, uses of Al are going
beyond detecting fraud and enhancing cybersecurity to
automating legal and compliance documentation and
detecting money laundering. Recommender systems now
have a dramatic influence on people’s consumption of
products, services, and content, but they raise significant

ethical concerns.

SQ3. What are the most inspiring
open grand challenge problems?

Recent years have seen remarkable progress on

some of the challenge problems that help drive

Al research, such as answering questions based on
reading a textbook, helping people drive so as to avoid
accidents, and translating speech in real time. Others,
like making independent mathematical discoveries,
have remained open. A lesson learned from social
science- and humanities-inspired research over the

past five years is that Al research that is overly tuned

to concrete benchmarks can take us further away from
the goal of cooperative and well-aligned Al that serves
humans’ needs, goals, and values. A number of broader
challenges should be kept in mind: exhibiting greater
generalizability, detecting and using causality, and
noticing and exhibiting normativity are three particularly
important ones. An overarching and inspiring challenge
that brings many of these ideas together is to build
machines that can cooperate and collaborate seamlessly
with humans and can make decisions that are aligned

with fluid and complex human values and preferences.

SQ4. How much have we
progressed in understanding
the key mysteries of human
intelligence?

A view of human intelligence that has gained prominence
over the last five years holds that it is collective—that
individuals are just one cog in a larger intellectual
machine. Al is developing in ways that improve its
ability to collaborate with and support people, rather
than in ways that mimic human intelligence. The study
of intelligence has become the study of how people are
able to adapt and succeed, not just how an impressive
information-processing system works. Over the past
half decade, major shifts in the understanding of
human intelligence have favored three topics: collective
intelligence, the view that intelligence is a property not

only of individuals, but also of collectives; cognitive



neuroscience, studying how the brain’s hardware is
involved in implementing psychological and social
processes; and computational modeling, which is now full
of machine-learning-inspired models of visual recognition,
language processing, and other cognitive activities.

The nature of consciousness and how people integrate
information from multiple modalities, multiple senses,
and multiple sources remain largely mysterious. Insights
in these areas seem essential in our quest for building
machines that we would truly judge as “intelligent.”

SQ5. What are the prospects
for more general artificial

intelligence?
The field is still far from producing fully general Al

systems. However, in the last few years, important
progress has been made in the form of three key
capabilities. First is the ability for a system to learn in a
self-supervised or self-motivated way. A self-supervised
model called transformers has become the go-to approach
for natural language processing, and has been used in
diverse applications, including machine translation and
Google web search. Second is the ability for a single Al
system to learn in a continual way to solve problems
from many different domains without requiring extensive
retraining for each. One influential approach is to train

a deep neural network on a variety of tasks, where the
objective is for the network to learn general-purpose,
transferable representations, as opposed to representations
tailored specifically to any particular task. Third is the
ability for an Al system to generalize between tasks—
that is, to adapt the knowledge and skills the system has
acquired for one task to new situations. A promising
direction is the use of intrinsic motivation, in which an
agent is rewarded for exploring new areas of the problem
space. Al systems will likely remain very far from human
abilities, however, without being more tightly coupled to

the physical world.

SQ6. How has public sentiment
towards Al evolved, and how
should we inform/educate the
public?

Opver the last few years, Al and related topics have gained
traction in the zeitgeist. In the 2017-18 session of the US
Congress, for instance, mentions of Al-related words were
more than ten times higher than in previous sessions.
Media coverage of Al often distorts and exaggerates Al’s
potential at both the positive and negative extremes,

but it has helped to raise public awareness of legitimate
concerns about Al bias, lack of transparency and
accountability, and the potential of Al-driven automation
to contribute to rising inequality. Governments,
universities, and nonprofits are attempting to broaden
the reach of Al education, including investing in new
Al-related curricula. Nuanced views of Al as a human
responsibility are growing, including an increasing effort
to engage with ethical considerations. Broad international
movements in Europe, the US, China, and the UK have
been pushing back against the indiscriminate use of
facial-recognition systems on the general public. More
public outreach from Al scientists would be beneficial as
society grapples with the impacts of these technologies.

It is important that the Al research community move
beyond the goal of educating or talking to the public and
toward more participatory engagement and conversation

with the public.

SQ7. How should governments
act to ensure Al is developed and
used responsibly?

Since the publication of the last AI100 report just five
years ago, over 60 countries have engaged in national Al
initiatives, and several significant new multilateral efforts
are aimed at spurring effective international cooperation
on related topics. To date, few countries have moved
definitively to regulate Al specifically, outside of rules
directly related to the use of data. As of 2020, 24 countries

had opted for permissive laws to allow autonomous



vehicles to operate in limited settings. As yet, only Belgium
has enacted laws on the use of autonomous lethal weapons.
The oversight of social media platforms has become a
hotly debated issue worldwide. Cooperative efforts among
countries have also emerged in the last several years.
Appropriately addressing the risks of Al applications will
inevitably involve adapting regulatory and policy systems
to be more responsive to the rapidly advancing pace

of technology development. Researchers, professional
organizations, and governments have begun development
of Al or algorithm impact assessments (akin to the use of
environmental impact assessments before beginning new

engineering projects).

SQ8. What should the roles

of academia and industry be,
respectively, in the development
and deployment of Al
technologies and the study of the
impacts of Al?

As Al takes on added importance across most of society,
there is potential for conflict between the private and
public sectors regarding the development, deployment,
and oversight of Al technologies. The commercial sector
continues to lead in Al investment, and many researchers
are opting out of academia for full-time roles in industry.
The presence and influence of industry-led research at Al
conferences has increased dramatically, raising concerns
that published research is becoming more applied and

that topics that might run counter to commercial interests
will be underexplored. As student interest in computer
science and Al continues to grow, more universities are
developing standalone Al/machine-learning educational
programs. Company-led courses are becoming increasingly
common and can fill curricular gaps. Studying and
assessing the societal impacts of Al, such as concerns about
the potential for Al and machine-learning algorithms to
shape polarization by influencing content consumption
and user interactions, is easiest when academic-industry

collaborations facilitate access to data and platforms.

SQ9. What are the most
promising opportunities for Al?

Al approaches that augment human capabilities can be
very valuable in situations where humans and Al have
complementary strengths. An Al system might be better
at synthesizing available data and making decisions in
well-characterized parts of a problem, while a human may
be better at understanding the implications of the data.

It is becoming increasingly clear that all stakeholders
need to be involved in the design of Al assistants to
produce a human-Al team that outperforms either alone.
Al software can also function autonomously, which is
helpful when large amounts of data needs to be examined
and acted upon. Summarization and interactive chat
technologies have great potential. As Al becomes more
applicable in lower-data regimes, predictions can increase
the economic efficiency of everyday users by helping
people and businesses find relevant opportunities, goods,
and services, matching producers and consumers. We
expect many mundane and potentially dangerous tasks to
be taken over by Al systems in the near future. In most
cases, the main factors holding back these applications
are not in the algorithms themselves, but in the collection
and organization of appropriate data and the effective
integration of these algorithms into their broader

sociotechnical systems.

SQ10. What are the most
pressing dangers of Al?

As Al systems prove to be increasingly beneficial in
real-world applications, they have broadened their reach,
causing risks of misuse, overuse, and explicit abuse to
proliferate. One of the most pressing dangers of Al is
techno-solutionism, the view that Al can be seen as a
panacea when it is merely a tool. There is an aura of
neutrality and impartiality associated with Al decision-
making in some corners of the public consciousness,
resulting in systems being accepted as objective even
though they may be the result of biased historical
decisions or even blatant discrimination. Without

transparency concerning either the data or the Al
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algorithms that interpret it, the public may be left in the
dark as to how decisions that materially impact their lives
are being made. Al systems are being used in service of
disinformation on the internet, giving them the potential
to become a threat to democracy and a tool for fascism.
Insufficient thought given to the human factors of Al
integration has led to oscillation between mistrust of the
system and over-reliance on the system. Al algorithms are
playing a role in decisions concerning distributing organs,
vaccines, and other elements of healthcare, meaning these

approaches have literal life-and-death stakes.

SQ11. How has Al impacted
socioeconomic relationships?

Though characterized by some as a key to increasing
material prosperity for human society, Al’s potential

to replicate human labor at a lower cost has also raised
concerns about its impact on the welfare of workers.

To date, Al has not been responsible for large aggregate
economic effects. But that may be because its impact is
still relatively localized to narrow parts of the economy.
In the grand scheme of rising inequality, Al has thus

far played a very small role. The first reason, most
importantly, is that the bulk of the increase in economic
inequality across many countries predates significant
commercial use of Al. Since these technologies might be
adopted by firms simply to redistribute surplus/gains to
their owners, Al could have a big impact on inequality
in the labor market and economy without registering
any impact on productivity growth. No evidence of
such a trend is yet apparent, but it may become so in
the future and is worth watching closely. To date, the
economic significance of Al has been comparatively
small—particularly relative to expectations, among both
optimists and pessimists. Other forces—globalization,
the business cycle, and a pandemic—have had a much,
much bigger and more intense impact in recent decades.
But if policymakers underreact to coming changes,
innovations may simply result in a pie that is sliced ever

more unequally.

SQ12. Does it appear
“building in how we think”
works as an engineering
strategy in the long run?

Al has its own fundamental nature-versus-nurture-like
question. Should we attack new challenges by applying
general-purpose problem-solving methods, or is it better
to write specialized algorithms, designed by experts,

for each particular problem? Roughly, are specific Al
solutions better engineered in advance by people (nature)
or learned by the machine from data (nurture)? The
pendulum has swung back and forth multiple times in
the history of the field. In the 2010s, the addition of
big data and faster processors allowed general-purpose
methods like deep learning to outperform specialized
hand-tuned methods. But now, in the 2020s, these
general methods are running into limits—available
computation, model size, sustainability, availability

of data, brittleness, and a lack of semantics—that

are starting to drive researchers back into designing
specialized components of their systems to try to work
around them. Indeed, even machine-learning systems
benefit from designers using the right architecture for the
right job. The recent dominance of deep learning may
be coming to an end. To continue making progress, Al
researchers will likely need to embrace both general- and
special-purpose hand-coded methods, as well as ever

faster processors and bigger data.



WORKSHOP QUESTIONS
AND SECTION SUMMARIES

WQ1. How are Al-driven
predictions made in high-
stakes public contexts, and
what social, organizational,
and practical considerations
must policymakers consider
in their implementation and
governance?: Lessons from
“Prediction in Practice”
workshop

Researchers are developing predictive systems to respond
to contentious and complex public problems across all
types of domains, including criminal justice, healthcare,
education, and social services—high-stakes contexts that
can impact quality of life in material ways. Success is
greatly influenced by how a system is or is not integrated
into existing decision-making processes, policies, and
institutions. The ways we define and formalize prediction
problems shape how an algorithmic system looks and
functions. Even subtle differences in problem definition
can significantly change resulting policies. The most
successful predictive systems are not dropped into place
but are thoughtfully integrated into existing social and
organizational environments and practices. Matters are
further complicated by questions about jurisdiction

and the imposition of algorithmic objectives at a state

or regional level that are inconsistent with the goals

held by local decision-makers. Successfully integrating
Al into high-stakes public decision-making contexts
requires difficult work, deep and multidisciplinary
understanding of the problem and context, cultivation of
meaningful relationships with practitioners and affected
communities, and a nuanced understanding of the

limitations of technical approaches.

WQ2. What are the most pressing
challenges and significant
opportunities in the use of
artificial intelligence to provide
physical and emotional care to
people in need?: Lessons from
“Coding Caring” workshop

Smart home devices can give Alzheimer's patients
medication reminders, pet avatars and humanoid robots
can offer companionship, and chatbots can help veterans
living with PTSD treat their mental health. These
intimate forms of Al caregiving challenge how we think
of core human values, like privacy, compassion, trust, and
the very idea of care itself. Al offers extraordinary tools to
support caregiving and increase the autonomy and well-
being of those in need. Some patients may even express a
preference for robotic care in contexts where privacy is an
acute concern, as with intimate bodily functions or other
activities where a non-judgmental helper may preserve
privacy or dignity. However, in elder care, particularly
for dementia patients, companion robots will not replace
the human decision-makers who increase a patient’s
comfort through intimate knowledge of their conditions
and needs. The use of Al technologies in caregiving
should aim to supplement or augment existing caring
relationships, not replace them, and should be integrated
in ways that respect and sustain those relationships. Good
care demands respect and dignity, things that we simply
do not know how to code into procedural algorithms.
Innovation and convenience through automation should

not come at the expense of authentic care.

11
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SQ1. WHAT ARE

SOME EXAMPLES OF
PICTURES THAT REFLECT
IMPORTANT PROGRESS IN
Al AND ITS INFLUENCES?

One picture appears in each of the sections that follow.

SQ2. WHAT ARE THE MOST
IMPORTANT ADVANCES
IN Al?

In the last five years, the field of Al has made major
progress in almost all its standard sub-areas, including
vision, speech recognition and generation, natural
language processing (understanding and generation),
image and video generation, multi-agent systems,
planning, decision-making, and integration of vision and
motor control for robotics. In addition, breakthrough
applications emerged in a variety of domains including
games, medical diagnosis, logistics systems, autonomous
driving, language translation, and interactive personal
assistance. The sections that follow provide examples of

many salient developments.

Underlying Technologies

People are using Al more today to dictate to their

phone, get recommendations for shopping, news, or
entertainment, enhance their backgrounds on conference
calls, and so much more. The core technology behind
most of the most visible advances is machine learning,
especially deep learning (including generative adversarial
networks or GANs) and reinforcement learning powered
by large-scale data and computing resources. GANs are

a major breakthrough, endowing deep networks with

the ability to produce artificial content such as fake
images that pass for the real thing. GANSs consist of two
interlocked components—a generator, responsible for
creating realistic content, and a discriminator, tasked
with distinguishing the output of the generator from
naturally occurring content. The two learn from each
other, becoming better and better at their respective tasks
over time. One of the practical applications can be seen
in GAN-based medical-image augmentation, in which
artificial images are produced automatically to expand the
data set used to train networks for producing diagnoses.'
Recognition of the remarkable power of deep learning has
been steadily growing over the last decade. Recent studies
have begun to uncover why and under what conditions
deep learning works well.” In the past ten years, machine-
learning technologies have moved from the academic
realm into the real world in a multitude of ways that are

both promising and concerning.

1 Antreas Antoniou, Amos Storkey, and Harrison Edwards, “Data Augmentation Generative Adversarial Networks,” March 2018

https://arxiv.org/abs/1711.04340v3

2 Zeyuan Allen-Zhu, Yuanzhi Li, and Zhao Song, “A Convergence Theory for Deep Learning via Over-Parameterization,” June 2019
https://arxiv.org/abs/1811.03962v5; Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol Vinyals, “Understanding deep learning requires

rethinking generalization,” February 2017 https://arxiv.org/abs/1611.03530v2


https://arxiv.org/abs/1711.04340
https://arxiv.org/abs/1811.03962
https://arxiv.org/abs/1611.03530
https://arxiv.org/abs/1611.03530

Language Processing

Language processing technology made a major leap in
the last five years, leading to the development of network
architectures with enhanced capability to learn from
complex and context-sensitive data. These advances have
been supported by ever-increasing data resources and
computing power.

Of particular note are neural network language
models, including ELMo, GPT, mT5, and BERT.® These
models learn about how words are used in context—
including elements of grammar, meaning, and basic facts
about the world—from sifting through the patterns in
naturally occurring text. They consist of billions of tunable
parameters and are engineered to be able to process
unprecedented quantities of data (over one trillion words
for GPT-3, for example). By stringing together likely
sequences of words, several of these models can generate
passages of text that are often indistinguishable from
human-generated text, including news stories, poems,
fiction and even computer code. Performance on question-
answering benchmarks (large quizzes with questions like
“Where was Beyoncé born?”) have reached superhuman
levels,* although the models that achieve this level of
proficiency exploit spurious correlations in the benchmarks
and exhibit a level of competence on naturally occurring
questions that is still well below that of human beings.

These models’ facility with language is already

supporting applications such as machine translation, text

classification, speech recognition, writing aids, and chatbots.

Future applications could include improving human-Al
interactions across diverse languages and situations. Current
challenges include how to obtain quality data for languages
used by smaller populations, and how to detect and remove

biases in their behavior. In addition, it is worth noting that
the models themselves do not exhibit deep understanding
of the texts that they process, fundamentally limiting their
utility in many sensitive applications. Part of the art of
using these models, to date, is in finding scenarios where
their incomplete mastery still provides value.

Related to language processing is the tremendous
growth in conversational interfaces over the past five
years. The near ubiquity of voice-control systems like
Google Assistant, Siri, and Alexa is a consequence of both
improvements on the voice-recognition side, powered by
the Al advances discussed above, and also improvements
in how information is organized and integrated for voice-
based delivery. Google Duplex, a conversational interface
that can call businesses to make restaurant reservations and
appointments, was rolled out in 2018 and received mixed
initial reviews due to its impressive engineering but off-

putting system design.’

Computer Vision and Image
Processing

Image-processing technology is now widespread, finding
uses ranging from video-conference backgrounds to the
photo-realistic images known as deepfakes. Many image-
processing approaches use deep learning for recognition,
classification, conversion, and other tasks. Training time for
image processing has been substantially reduced. Programs
running on ImageNet, a massive standardized collection of
over 14 million photographs used to train and test visual
identification programs, complete their work 100 times
faster than just three years ago.’

Real-time object-detection systems such as YOLO

3 Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee, and Luke Zettlemoyer, “Deep contextualized word
representations,” Deep contextualized word representations,” March 2018 https://arxiv.org/abs/1802.05365v2; Alec Radford, Karthik Narasimhan, Tim Salimans, and

Ilya Sutskever, “Improving Language Understanding by Generative Pre-Training” https://www.cs.ubc.ca/~amuham01/LING

530/papers/radford2018improving.pdf;

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova, “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding,”

May 2019 https://arxiv.org/abs/1810.04805v2

4 Mandar Joshi, Dangi Chen, Yinhan Liu, Daniel S. Weld, Luke Zettlemoyer, and Omer Levy, “SpanBERT: Improving Pre-training by Representing and Predicting
Spans,” Transactions of the Association for Computational Linguistics.January 2020 https://direct.mit.edu/tacl/article/doi/10.1162/tacl a 00300/43539/SpanBERT-

Improving-Pre-training-by-Representing

5 https://www.theverge.com/2019/5/9/18538194/google-duplex-ai-restaurants-experiences-review-robocalls

6 Daniel Zhang, Saurabh Mishra, Erik Brynjolfsson, John Etchemendy, Deep Ganguli, Barbara Grosz, Terah Lyons, James Manyika, Juan Carlos Niebles, Michael
Sellitto, Yoav Shoham, Jack Clark, and Raymond Perrault, “The Al Index 2021 Annual Report,” Al Index Steering Committee, Human-Centered Al Institute,

Stanford University, Stanford, CA, March 2021 p. 49 https://aiindex.stanford.edu/wp-content/uploads/2021/03/2021-Al-Index-

Report_Master.pdf
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https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00300/43539/SpanBERT-Improving-Pre-training-by-Representing 
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The GAN technology for generating images and the transformer technology for producing text can be integrated in

>«

various ways. These images were produced by OpenAl's “DALL-E” given the prompt: “a stained glass window with an
image of a blue strawberry.” A similar query to a web-based image search produces blue strawberries, blue stained-glass
windows, or stained-glass windows with red strawberries, suggesting that the system is not merely retrieving relevant
images but producing novel combinations of visual features. From: hitps://openai.com/blog/dall-e/

(You Only Look Once) that notice important objects
when they appear in an image are widely used for video
surveillance of crowds and are important for mobile
robots including self-driving cars. Face-recognition
technology has also improved significantly over the last
five years, and now some smartphones and even office
buildings rely on it to control access. In China, facial-
recognition technology » SEE $@6.C is used widely in
society, from security to payment, although there are
very recent moves to pull back on the broad deployment
of this technology.” Of course, while facial-recognition
technology can be a powerful tool to improve efficiency
and safety, it raises issues around bias and privacy. Some
companies have suspended providing face-recognition
services. And, in fact, the creator of YOLO has said
that he no longer works on the technology because
“the military applications and privacy concerns became
impossible to ignore.”®

It is now possible to generate photorealistic images
and even videos using GANs. Sophisticated image-
processing systems enhanced by deep learning let users

seamlessly replace existing images with new ones, such

as inserting someone into a video of an event they did
not attend. While such modifications could be carried
out by skilled artists decades ago, Al automation has
substantially lowered the barriers. These so-called
deepfakes are being used in illicit activity such as “revenge
porn,” in which an attacker creates artificial sexual
content featuring a specific victim, and identity theft, in
which a profile of a non-existent person is generated and
used to gain access to services, and have spurred research
into improving automatic detection of deepfake images.

Games

Developing algorithms for games and simulations in
adversarial situations has long been a fertile training
ground and a showcase for the advancement of Al
techniques. DeepMind’s application of deep networks

to Atari video games and the game of Go around 2015
helped bring deep learning to wide public prominence,
and the last five years have seen significant additional
progress. Al agents have now out-maneuvered their
human counterparts in combat and multiplayer situations

7 https://www.washingtonpost.com/world/facial-recognition-china-tech-data/2021/07/30/404c2e96-f049-11eb-81b2-9b7061a582d8_story.html

8 https://twitter.com/pjreddie/status/1230524770350817280



https://openai.com/blog/dall-e/
https://www.washingtonpost.com/world/facial-recognition-china-tech-data/2021/07/30/404c2e96-f049-11eb-81b2-9b7061a582d8_story.html
https://twitter.com/pjreddie/status/1230524770350817280

including the games StarCraft II°, Quake III'°, and Alpha
Dogfight''—a US Defense Department-sponsored jet-
fighter simulation—as well as classical games like poker.'*
The DeepMind team that developed AlphaGo went
on to create AlphaGoZero," which discarded the use of
direct human guidance in the form of a large collection
of data from past Go matches. Instead, it developed
moves and tactics on its own, starting from scratch. This
idea was further augmented with AlphaZero,' a single

network architecture that could learn to play expert-level

Go, Shogi, or Chess.

Robotics

The last five years have seen consistent progress in
intelligent robotics driven by machine learning, powerful
computing and communication capabilities, and
increased availability of sophisticated sensor systems.
Although these systems are not fully able to take
advantage of all the advances in Al, primarily due to

the physical constraints of the environments, highly
agile and dynamic robotics systems are now available for
home and industrial use. In industrial robotics, with the
implementation of deep-learning-based vision systems,
manipulator-type robots—those that grab things, as
opposed to those that roll across the floor—can pick up
randomly placed overlapping objects at speeds that are
practical for real-world applications.

Bipedal and four-legged robots continue to advance
in agility. Atlas, a state-of-the-art humanoid robot built
by Boston Dynamics, demonstrated the ability to jump,
run, backflip, and maneuver uneven terrain—feats that
were impossible for robots just a few years ago. Spot,

a quadruped robot also from Boston Dynamics," also
maneuvers through difficult environments and is being
used on construction sites for delivery and monitoring
of lightweight materials and tools. It is worth noting,
however, that these systems are built using a combination
of learning techniques honed in the last several years,
classical control theory akin to that used in autopilots,
and painstaking engineering and design. Cassie, a biped
robot developed by Agility Robotics and Oregon State
University, uses deep reinforcement learning for its
walking and running behaviors.'® Whereas deployment of
Al in user-facing vision and language technologies is now
commonplace, the majority of types of robotics systems
remain lab-bound.

During 2020, robotics development was driven in
part by the need to support social distancing during the
COVID-19 pandemic. A group of restaurants opened in
China staffed by a team of 20 robots to help cook and
serve food.” Some early delivery robots were deployed on
controlled campuses'® to carry books and food. A diverse
collection of companies worldwide are actively pursuing

business opportunities in autonomous delivery systems

9 Oriol Vinyals, Igor Babuschkin, Wojciech M. Czarnecki, Michaél Mathieu, Andrew Dudzik, Junyoung Chung, David H. Choi, Richard Powell, Timo Ewalds, Petko
Georgiev, Junhyuk Oh, Dan Horgan, Manuel Kroiss, Ivo Danihelka, Aja Huang, Laurent Sifre, Trevor Cai, John P Agapiou, Max Jaderberg, Alexander S. Vezhnevets, Rémi
Leblond, Tobias Pohlen, Valentin Dalibard, David Budden, Yury Sulsky, James Molloy, Tom L. Paine, Caglar Gulcehre, Ziyu Wang, Tobias Pfaff, Yuhuai Wu, Roman Ring,
Dani Yogatama, Dario Wiinsch, Katrina McKinney, Oliver Smith, Tom Schaul, Timothy Lillicrap, Koray Kavukcuoglu, Demis Hassabis, Chris Apps, and David Silver,
“Grandmaster level in StarCraft IT using multi-agent reinforcement learning,” Nasure Volume 575, October 2019 https://www.nature.com/articles/s41586-019-1724-z

10 Max Jaderberg, Wojciech M. Czarnecki, lain Dunning, Luke Marris, Guy Lever, Antonio Garcia Castafieda, Charles Beattie, Neil C. Rabinowitz, Ari S. Morcos,
Avraham Ruderman, Nicolas Sonnerat, Tim Green, Louise Deason, Joel Z. Leibo, David Silver, Demis Hassabis, Koray Kavukcuoglu, and Thore Graepel, “Human-level
performance in 3D multiplayer games with population-based reinforcement learning,” Science, May 2019 https://science.sciencemag.org/content/364/6443/859.full

11 hetps://www.darpa.mil/news-events/2020-08-07

12 https://www.washingtonpost.com/science/2019/07/11/ruthless-superhuman-poker-

layers-fold/

laying-computer-program-makes-elite-

13 David Silver, Julian Schrittwieser, Karen Simonyan, loannis Antonoglou, Aja Huang, Arthur Guez, Thomas Hubert, Lucas Baker, Matthew Lai, Adrian Bolton,
Yutian Chen, Timothy Lillicrap, Fan Hui, Laurent Sifre, George van den Driessche, Thore Graepel, and Demis Hassabis, “Mastering the game of Go without human
knowledge,” Nature, Volume 550, October 2017 https://www.nature.com/articles/nature24270

14 David Silver, Thomas Hubert, Julian Schrittwieser, Ioannis Antonoglou, Matthew Lai, Arthur Guez, Marc Lanctot, Laurent Sifre, Dharshan Kumaran, Thore Graepel,
Timothy Lillicrap, Karen Simonyan, and Demis Hassabis, “A general reinforcement learning algorithm that masters chess, shogi, and Go through self-play,” Science,

December 2018 https://science.sciencemag.org/content/362/6419/1140

15 https://www.cnbc.com/2020/11/12/boston-dynamics-robot-gathering-data-at-construction-site-in-london.html, https://www.youtube.com/watch?v=wND9goxDVrY

16 https://www.weforum.org/agenda/2021/08/cassie-the-bipedal-robot-runs-a-5k/

17 https://en.qxfoodom.com/show-31-199.html

18 https://response.jp/article/2019/03/14/320121.html, https://www.youtube.com/watch?v=P_zRwq9c8LY, https://www.youtube.com/watch?v=AI013ySnAiA
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for the last mile. While these types of robots are being
increasingly used in the real world, they are by no means
mainstream yet and are still prone to mistakes, especially
when deployed in unmapped or novel environments. In
Japan, a new legal framework is being discussed to ensure
that autonomous robotics systems are able to be safely
deployed on public roads at limited speeds."”

The combination of deep learning with agile robotics
is opening up new opportunities in industrial robotics as
well. Leveraging improvements in vision, robotic grippers
are beginning to be able to select and pick randomly
placed objects and use them to construct stacks. Being
able to pick up and put down diverse objects is a key
competence in a variety of potential applications, from

tidying up homes to preparing packages for shipping.

Mobility
Autonomous vehicles or self-driving cars have been one of
the hottest areas in deployed robotics, as they impact the
entire automobile industry as well as city planning. The
design of self-driving cars requires integration of a range
of technologies including sensor fusion, Al planning and
decision-making, vehicle dynamics prediction, on-the-
fly rerouting, inter-vehicle communication, and more.
Driver assist systems are increasingly widespread in
production vehicles.* These systems use sensors and Al-
based analysis to carry out tasks such as adaptive cruise
control to safely adjust speed, and lane-keeping assistance
to keep vehicles centered on the road.

The optimistic predictions from five years ago of
rapid progress in fully autonomous driving have failed to
materialize. The reasons may be complicated,” but the

need for exceptional levels of safety in complex physical
environments makes the problem more challenging,
and more expensive, to solve than had been anticipated.
Nevertheless, autonomous vehicles are now operating in
certain locales such as Phoenix, Arizona, where driving
and weather conditions are particularly benign, and
outside Beijing, where 5G connectivity allows remote

drivers to take over if needed.?

Health

Al is increasingly being used in biomedical applications,
particularly in diagnosis, drug discovery, and basic life
science research. > SEE SQ9.D

Recent years have seen Al-based imaging
technologies move from an academic pursuit to
commercial projects.? Tools now exist for identifying a
variety of eye and skin disorders,?* detecting cancers,”
and supporting measurements needed for clinical
diagnosis.”® Some of these systems rival the diagnostic
abilities of expert pathologists and radiologists, and
can help alleviate tedious tasks (for example, counting
the number of cells dividing in cancer tissue). In other
domains, however, the use of automated systems raises
significant ethical concerns.”

Al-based risk scoring in healthcare is also becoming
more common. Predictors of health deterioration are now
integrated into major health record platforms (for example,
EPIC Deterioration Index), and individual health centers are
increasingly integrating Al-based risk predictions into their
operations.”® Although some amount of bias » SEE SQ10.E
is evident in these systems,” they appear exceptionally
promising for overall improvements in healthcare.

19 As of May 2021, a draft framework stipulates that autonomous robots under the speed of 15km/h will be legalized. Robotics companies are arguing for 20km/h.

20 https://www.consumerreports.org/car-safety/cadillac-super-cruise-outperforms-other-active-driving-assistance-systems/

21 https://www.nytimes.com/2021/05/24/technology/self-driving-cars-wait.html

22 hrteps://www.forbes.com/sites/bradtempleton/2021/04/29/baidu-launches-robotaxi-service-outside-beijing--how-full

23 For example, Path.Al, Paige.Al, Arterys.
24 For example, IDx-DR.

25 For example, BioMind, PolypDx.

26 For example, CheXNet.

r-driverless-is-it-vs-autox

27 Michael Anis Mihdi Afnan, Cynthia Rudin, Vincent Conitzer, Julian Savulescu, Abhishek Mishra, Yanhe Liu, and Masoud Afnan, “Ethical Implementation of
Artificial Intelligence to Select Embryos in In Vitro Fertilization,” April 2021 https://arxiv.org/abs/2105.00060v1

28 For example, infection risk predictors at Vector, Ontario Tech University, McMaster Children’s Hospital, and Southlake Regional Health Centre.

29 https://www.washingtonpost.com/health/2019/10/24/racial-bias-medical-algorithm-favors-white-

atients-over-sicker-black-patients/
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Beyond treatment support, Al now augments a
number of other health operations and measurements,
such as helping predict durations of surgeries to optimize
scheduling, and identifying patients at risk of needing
transfer to intensive care.”® There are technologies for digital
medical transcription,” for reading ECG systems, for
producing super-resolution images to reduce the amount
of time patients are in MRI machines, and for identifying
questions for clinicians to ask pediatric patients.*> While
current penetration is relatively low, we can expect to see uses
of Al expand in this domain in the future; in many cases,
these are applications of already-mature technologies in

other areas of operations making their way into healthcare.

Finance

Al has been increasingly adopted into finance. Deep
learning models now partially automate lending decisions
for several lenders® and have transformed payments
with credit scoring, for example WeChat Pay.* These
new systems often take advantage of consumer data
that are not traditionally used in credit scoring. In some
cases, this approach can open up credit to new groups of
people; in others, it can be used to force people to adopt
specific social behaviors.*

High-frequency trading relies on a combination of
models as well as the ability to make fast decisions. In
the space of personal finance, so-called robo-advising—
automated financial advice—is quickly becoming
mainstream for investment and overall financial
planning.* For financial institutions, uses of Al are going
beyond detecting fraud and enhancing cybersecurity to
automating legal and compliance documentation as well
as detecting money laundering.”” Government Pension
Investment Fund (GPIF) of Japan, the world’s largest

pension fund, introduced a deep-learning-based system to
monitor investment styles of contracting fund managers
and identify risk from unexpected change in market
situations known as regime switch*®. Such applications
enable financial institutions to recognize otherwise
invisible risks, contributing to more robust and stable

asset-management practices.

Recommender Systems

With the explosion of information available to us,
recommender systems that automatically prioritize

what we see when we are online have become absolutely
essential. Such systems have always drawn heavily on

Al and now they have a dramatic influence on people’s
consumption of products, services, and content—from
news, to music, to videos, and more. Apart from a
general trend toward more online activity and commerce,
the Al technologies powering recommender systems have
changed considerably in the past five years. One shift is

the near-universal incorporation of deep neural networks

30 For example, at Vector and St. Michael’s Hospital and also using other forms of risk (for example, AlgoAnalyzer, TruScore, OptimaAlI).

31 For example, Nuance Dragon, 3M M*Modal, Kara, NoteSwift.
32 For example, Child Health Improvement.

33 https://developer.squareup.com/blog/a-peek-into-machine-learning-at-square/

34 https://fintechnews.hk/12261/fintechchina/how-wechat-pay-determines-if-you-are-trustworthy-with-their-credit-score

35 https://ash.harvard.edu/files/ash/files/disciplining of a society social disciplining and civilizing processes in contemporary china.pdf

36 https://www.nerdwallet.com/best/investing/robo-advisors
37 https://www.ibm.com/downloads/cas/D1.J28XP7
38 https://www.gpif.go.j
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to better predict user responses to recommendations.”
There has also been increased usage of sophisticated
machine-learning techniques for analyzing the content
of recommended items, rather than using only meta-
data and user click or consumption behavior. That is, Al
systems are making more of an effort to understand why
a specific item might be a good recommendation for a
particular person or query. Examples include Spotify’s use
of audio analysis of music® or the application of large
language models » SEE SQ2.A such as BERT to improve
recommendations of news or social media posts.*’ Another
trend is modeling and prediction of multiple distinct
user behaviors, instead of making recommendations for
only one activity at a time; functionality facilitated by the
use of so-called multi-task models.”* Of course, applying
recommendation to multiple tasks simultaneously raises
the challenging question of how best to make tradeoffs
among these different objectives.

The use of ever-more-sophisticated machine-learned
models for recommending products, services, and
(especially) content has raised significant concerns about the
issues of fairness » SEE $Q10.E, diversity, polarization, and
the emergence of filter bubbles, where the recommender
system suggests, for example, news stories that other people
like you are reading instead of what is truly most important.
While these problems require more than just technical

solutions, increasing attention is paid to technologies that

can at least partly address such issues. Promising directions
include research on the tradeoffs between popularity

and diversity of content consumption,® and fairness

of recommendations among different users and other

stakeholders (such as the content providers or creators).

SQ3. WHAT ARE THE MOST
INSPIRING OPEN GRAND
CHALLENGE PROBLEMS?

The concept of a “grand challenge” has played a
significant role in Al research at least since 1988, when
Turing Award winner Raj Reddy, an Al pioneer, gave

a speech titled “Foundations and Grand Challenges of
Artificial Intelligence.”® In the address, Reddy outlined
the major achievements of the field and posed a set

of challenges as a way of articulating the motivations
behind research in the field. Some of Reddy’s challenges
have been fully or significantly solved: a “self-organizing
system” that can read a textbook and answer questions;*
a world-champion chess machine;* an accident-avoiding
car;*® a translating telephone.”” Others have remained
open: mathematical discovery,” a self-replicating system
that enables a small set of machine tools to produce other

tools using locally available raw materials.

39 For example, see early research on “neural collaborative filtering”, Xiangnan He, Lizi Liao, Hanwang Zhang, Ligiang Nie, Xia Hu, and Tat-Seng Chua,
“Neural Collaborative Filtering,” August 2017 https://arxiv.org/abs/1708.05031v2; or the use of DNNs for YouTube recommendations

40 hrteps://developer.spotify.com/discover/

https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/45530.pdf.

41 See https://www.cs.toronto.edu/-mvolkovs/recsys2020 _challenge.pdf for their use in the 2020 Recommender Systems (RecSys) challenge.
42 Zhe Zhao, Lichan Hong, Li Wei, Jilin Chen, Aniruddh Nath, Shawn Andrews, Aditee Kumthekar, Maheswaran Sathiamoorthy, Xinyang Yi, and Ed Chi,
“Recommending what video to watch next: a multitask ranking system,” Proceedings of the 13th ACM Conference on Recommender Systems (RecSys ‘19)

https://dl.acm.org/doi/10.1145/3298689.334699
43 https://research.atspoti
44 hteps://facctrec.github.io/facctrec2020/program/

.com/algorithmic-effects-on-the-diversity-of-consumption-on-spotify/
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»SQ3.A

Some of today’s grand challenges in Al are carefully
defined goals with a clear marker of success, similar to
Reddy’s chess challenge. The 2016 AI100 report was
released just after one such grand challenge was achieved,
with DeepMind’s AlphaGo beating a world champion in
Go »SEESQ2.C. There are also a number of open grand
challenges with less specific criteria for completion,
but which inspire Al researchers to achieve needed
breakthroughs—such as AlphaFold’s > SEE sQ9.D 2020
success at predicting protein structures.

Reddy’s grand challenges were framed in terms of
concrete tasks to be completed—drive a car, win a game
of chess. Similar challenges—such as improving accuracy
rates on established datasets like ImageNet>'—continue
to drive creativity and progress in Al research. One
of the leading machine-learning conferences, Neural
Information Processing Systems, began a “competition
track” for setting and solving such challenges in 2017.5

But, as the field of Al has matured, so has the idea of
a grand challenge. Perhaps the most inspiring challenge
is to build machines that can cooperate > SEE SQ4.A
and collaborate seamlessly with humans and can make
decisions that are aligned with fluid and complex human
values and preferences. This challenge cannot be solved
without collaboration between computer scientists with
social scientists and humanists. But these are domains
in which research challenges are not as crisply defined as
a measurable task or benchmark. And indeed, a lesson
learned from social science and humanities-inspired
research over the past five years is that Al research that
is overly tuned to concrete benchmarks and tasks—such
as accuracy rates on established datasets—can take us

further away from the goal of cooperative and well-

A lesson learned from social
science and humanities-
inspired research over the
past five years is that Al
research that is overly tuned
to concrete benchmarks and

tasks—such as accuracy rates
on established datasets—can
take us further away from the
goal of cooperative and well-
aligned Al that serves humans’
needs, goals, and values

aligned Al that serves humans’ needs, goals, and values.*
The problems of racial, gender, and other biases

> SEE SQ10.C in machine-learning models,** for example,
can be at least partly attributed to a blind spot created by
research that aimed only to improve accuracy on available
datasets and did not investigate the representativeness

or quality of the data, or the ways in which different
errors have different human values and consequences.
Mislabeling a car as an airplane is one thing; mislabeling
a person as a gorilla is another.”® So we include in our
concept of a grand challenge the open research questions
that, like the earlier grand challenges, should inspire a

new generation of interdisciplinary Al researchers.

51 Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, Li Fei-Fei, “ImageNet: A large-scale hierarchical image database,” IEEE,
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53 A core result in economic theory is that, when success has measurable and unmeasurable components, incentives tuned to measurable components can degrade

performance overall by distorting efforts away from the unmeasurable. See Bengt Holmstrom and Paul Milgrom, “Multitask Principal-Agent Analyses: Incentive
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Turing Test

Alan Turing formulated his original challenge in 1950

in terms of the ability of an interrogator to distinguish
between a woman and a machine attempting to mimic a
woman, through written question-and-answer exchange.*
A machine passes the Turing test if it is able to do as good
a job as a man at imitating a woman. Today, the challenge
is understood to be more demanding (and less sexist):
engaging in fluent human text-based conversation requiring
a depth of syntactic, cultural, and contextual knowledge

so the machine would be mistaken as a human being.
Attempts have been made over the years to improve on the
basic design.”” Barbara Grosz, an Al pioneer on the topic
of natural communication between people and machines,
proposed a modern version of the Turing Test in 2012:

A computer (agent) team member [that can]
behave, over the long term and in uncertain,
dynamic environments, in such a way that people

on the team will not notice that it is not human.*®

Has the Turing challenge been solved? Although
language models such as GPT-3 » SEE SQ2.A are capable
of producing significant amounts of text that are difficult
to distinguish from human-generated text,” these models
are still unreliable and often err by producing language
that defies human rules, conventions, and common
sense, especially in long passages or an interactive setting.
Indeed, major risks still surround these errors. Language-
generating chatbots easily violate human norms about
acceptable language, producing hateful, racist, or sexist
statements in contexts where a socially competent human

clearly would not.®

Today’s version of the Turing challenge should also
take into consideration the very real harms that come from
building machines that trick humans into believing they
are interacting with other humans. The initial roll out of
Google Duplex »SEE SQ2.B generated significant public
outcry because the system uses an extremely natural voice
and injects umms and ahs when booking an appointment;
it looked as though it was trying to fool people. (The
current version discloses its computer identity.)®' With
the enormous advances in the capacity for machine
learning to produce images, video, audio, and text that
are indistinguishable from human-generated versions have
come significant challenges to the quality and stability of
human relationships and systems. Al-mediated content on
social media platforms, for example, has contributed in the
last few years to political unrest and violence.®

A contemporary version of the Turing challenge might
therefore be the creation of a machine that can engage
in fluent communication with a human without being
mistaken for a human, especially because people adapt
so readily to human-like conversational interaction.®
Grosz's version of the test recognizes the importance of
this concern: It “does not ask that the computer system
act like a person or be mistaken for one. Instead it asks
that the computer’s nonhumanness not hit one in the
face, that it is not noticeable, and that the computer act
intelligently enough that it does not baffle its teammates.”
This approach would be consistent with principles that
are emerging in regulation, such as the European Union’s
2021 proposal for legislation requiring that providers of Al
systems design and develop mechanisms to inform people
that they are interacting with Al technology.*

56 A.M. Turing, “Computing Machinery and Intelligence,” Mind, Volume LIX, Issue 236, October 1950, Pages 433-460
57 Hector J. Levesque, Ernest Davis, and Leora Morgenstern, “The Winograd Schema Challenge,” Proceedings of the Thirteenth International Conference on

Principles of Knowledge Representation and Reasoning, https://www.aaai.org/ocs/index.php/KR/KR12/paper/download/4492/4924; and Paul R. Cohen,
“If Not Turing’s Test, Then What?” Al Magazine Volume 26 Number 4, https://ojs.aaai.org/index.php/aimagazine/article/view/1849/1747

58 Barbara Grosz, “What Question Would Turing Pose Today?” Al Magazine, Vol. 33 No. 4: Winter 2012, https://ojs.aaai.org//index.php/aimagazine/article/view/2441

59 These models now closely approximate human performance on natural language benchmark tasks.
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Ball control, passing strategy, and shooting accuracy have continued to improve over the quarter century the RoboCup

competition has been held. While still dominated by human players, even in their researcher clothes, the best robot teams

can occasionally score in the yearly human-robot match. Peter Stone, the AI-100 Standing Committee chair, is shown
here taking a shot in the RoboCup 2019 match in Sydney, managed by ICMS Australasia. From: htips://spectrum.iece.

orglautomaron/robotics/robotics-hardware/watch-world-champion-soccer-robots-take-on-humans-at-robocup

RoboCup

RoboCup is an established grand challenge in Al and
robotics with the goal of developing a fully autonomous
robot team capable of beating the FIFA World Cup
champion soccer (football) team by 2050. Researchers
from over 35 countries are involved in this initiative,
with a series of international and regional competitions,
symposia, summer schools, and other activities. While
RoboCup’s main goal is to develop a super-human team
of robots, an alternative goal is to form a human-robot
hybrid championship team. This alternative goal stresses
human-robot collaboration, fostering symbiotic human-
robot relationships.

Since 2007, RoboCup has moved toward trials
of robots playing soccer on an outdoor field, and has
matched a winning robot team against human players
indoors. While the level of play remains far from real-
world soccer, these steps constitute major progress

toward more realistic play. RoboCup has also introduced

and fostered novel competitions for intelligent robotics
including home-based, industrial, and disaster-response
robotics.

International Math Olympiad

The International Math Olympiad (IMO) is an
international mathematics competition for high-school
students. Related to Reddy’s challenge in mathematical
discovery is to build an Al system that can win a gold
medal in the IMO.The committee sponsoring this
challenge has set precise parameters for success: The Al
must be capable of producing, with the same time limit
as a human contestant, solutions to the problems in

the annual IMO that can be checked by an automated
theorem prover in 10 minutes (the time it usually takes
a human judge to evaluate a human’s solution) and
achieving a score that would have earned a gold medal in

a given year.”

65 https://github.com/IMO-grand-challenge/IMO-grand-challenge.github.io
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The Al Scientist

The Al Scientist challenge® envisions the development,
by 2050, of Al systems that can engage in autonomous
scientific research. They would be “capable of making
major discoveries some of which are at the level worthy
of the Nobel Prize or other relevant recognition” and
“make strategic choices about research goals, design
protocols and experiments to collect data, notice and
characterize a significant discovery, communicate in
the form of publications and other scientific means to
explain the innovation and methods behind the discovery
and articulate the significance of the discovery [and]

its impact.” A workshop organized by the Alan Turing
Institute in February 2020 proposed the creation of a
global initiative to develop such an Al Scientist.®”

Broader Challenges

We now turn to open grand challenges that do not have
the structure of a formal competition or crisp benchmark.
These research challenges are among the most inspiring.

GENERALIZABILITY

Modern machine-learning models are trained on
increasingly massive datasets (over one trillion words

for GPT-3, »SEE sQ2.A for example) and optimized to
accomplish specific tasks or maximize specified reward
functions. While these methods enable surprisingly
powerful systems, and performance appears to follow

a power law—showing increases that continue to grow
with increasing data sets or model size®*—many believe
that major advances in Al will require developing the
capacity for generalizing or transferring learning from a
training task to a novel one. Although modern machine-
learning techniques are making headway on this problem,
a robust capacity for generalizability and transfer learning
> SEE 5Q5.B will likely require the integration of symbolic

Increasing generality is likely
to require that machines
learn from small samples and
by analogy. Generalizability
is a key component of
robustness, allowing an Al

system to respond and adapt
to shifts in the frequency
with which it sees different
examples, something that
continues to interfere with
modern machine-learning-
based systems.

and probabilistic reasoning—combining a primary focus
on logic »SEE sQ12.B with a more statistical point of
view. Some characterize the skill of extrapolating from
few examples as a form of common sense, meaning that
it requires broad knowledge about the world and the
ability to adapt that knowledge in novel circumstances.
Increasing generality is likely to require that machines
learn, as humans do, from small samples and by analogy.
Generalizability is also a key component of robustness,
allowing an Al system to respond and adapt to shifts

in the frequency with which it sees different examples,
something that continues to interfere with modern

machine-learning-based systems.
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CAUSALITY

An important source of generality in natural intelligence
is knowledge of cause and effect. Current machine-
learning techniques are capable of discovering hidden
patterns in data, and these discoveries allow the systems
to solve ever-increasing varieties of problems. Neural
network language models, » SEE SQ2.A for example,

built on the capacity to predict words in sequence,
display tremendous capacity to correct grammar, answer
natural language questions, write computer code,
translate languages, and summarize complex or extended
specialized texts. Today’s machine-learning models,
however, have only limited capacity to discover causal
knowledge of the world, as Turing award winner Judea
Pearl has emphasized.®” They have very limited ability to
predict how novel interventions might change the world
they are interacting with, or how an environment might
have evolved differently under different conditions.
They do not know what is possible in the world. To
create systems significantly more powerful than those

in use today, we will need to teach them to understand
causal relationships. It remains an open question whether
we'll be able to build systems with good causal models
of sufficiently complex systems from text alone, in the

absence of interaction.

NORMATIVITY

Nils J. Nilsson,” one of Al’s pioneers and an author of
an early textbook in the field, defined intelligence as the
capacity to function appropriately and with foresight

in an environment. When that environment includes
humans, appropriate behavior is determined by complex
and dynamic normative schemes. Norms govern almost
everything we do; whenever we make a decision, we are
aware of whether others would consider it “acceptable” or
“not acceptable.””! And humans have complex processes

for choosing norms with their own dynamics and

characteristics.”” Normatively competent Al systems will
need to understand and adapt to dynamic and complex
regimes of normativity.

Aligning with human normative systems is a massive
challenge in part because what is “good” and what
is “bad” varies tremendously across human cultures,
settings, and time. Even apparently universal norms
such as “do not kill” are highly variable and nuanced:
Some modern societies say it is okay for the state to kill
someone who has killed another or revealed state secrets;
historically, many societies approved of killing a woman
who has had pre-marital or extra-marital sex or whose
family has not paid dowry, and some groups continue to
sanction such killing today. And most killing does not
occur in deliberate, intentional contexts. Highways and
automobiles are designed to trade off speed and traffic
flow with a known risk that a non-zero number of people
will be killed by the design. Al researchers can choose
not to participate in the building of systems that violate
the researcher’s own values, by refusing to work on Al
that supports state surveillance or military applications,
say. But a lesson from the social sciences and humanities
is that it is naive to think that there is a definable and
core set of universal values that can directly be built into
Al systems. Moreover, a core value that is widely shared
is the concept of group self-determination and national
sovereignty. Al systems built for Western values, with
Western tradeoffs, violate other values.

Even within a given shared normative framework, the
challenges are daunting. As an example, there has been an
explosion of interest in the last five years in the problem
of developing algorithms that are unbiased and fair.”?
Given the marked cultural differences in what is even
considered “fair,” doing this will require going beyond
the imposition of statistical constraints on outputs of Al
systems. Like a competent human, advanced Al systems

will need to be able to both read and interact with

69 Judea Pearl and Dana Mackenzie, “The Book of Why: The New Science of Cause and Effect,” http://bayes.cs.ucla.edu/\WHY/

70 https://ai.stanford.edu/-~nilsson/QAl/qai.pdf. Note that Nilsson’s definition was also featured in the first AI100 report.

71 Geoffrey Brennan, Robert E. Goodin, Nicholas Southwood Explaining Norms (2016); Cristina Bichierri, The Grammar of Society (2005).
72 Gillian K Hadfield and Barry R Weingast, “Microfoundations of the Rule of Law,” Annual Review of Political Science, Vol. 17:21-42

73 For example, the ACM Conference on Fairness, Accountability, and Transparency began in 2018.
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cultural and social norms, and sometimes highly local
practices, rules, and laws, and to adapt as these features
of the normative environment change. At the same time,
Al systems will need to have features that allow them to
be integrated into the institutions through which humans
implement normative systems. For an Al system to be
accountable, for example, it will require that accounts

of how and why it acted as it did are reviewable by
independent third parties tasked with ensuring that the
account is consistent with applicable rules.

Humans who are alleged to have engaged in
unlawful conduct are held accountable by independent
adjudicators applying consistent rules and procedures.
For Al to be ethical, fair and value-aligned, it needs
to have good normative models and to be capable
of integrating its behavior into human normative
institutions and processes. Although significant progress
is being made on making AT more explainable’*—and
avoiding opaque models in high-stakes settings when
possible”>—systems of accountability require more than
causal accounts of how a decision was reached; they
require normative accounts of how and why the decision
is consistent with human values. Explanation is an
interaction between a machine and human; jusification
is an interaction between a machine and an entire

normative community and its institutions.

SQ4. HOW MUCH HAVE

WE PROGRESSED IN
UNDERSTANDING THE KEY
MYSTERIES OF HUMAN
INTELLIGENCE?

Al the study of how to build an intelligent machine, and
cognitive science, the study of human intelligence, have
been evolving in complementary ways. A view of human
intelligence that has gained prominence over the last five
years holds that it is collective—that individuals are just
one cog in a larger intellectual machine. Their roles in
that collective are likely to be different than the roles of
machines, because their strengths are different. Humans
are able to share intentionality with other humans—to
pursue common goals as a team—and doing so may require
having features that are uniquely human: a certain kind of
biological hardware with its associated needs and a certain
kind of cultural experience. In contrast, machines have vast
storehouses of data, along with the ability to process it and
communicate with other machines at remarkable speeds. In
that sense, Al is developing in ways that improve its ability
to collaborate with and support people, rather than in ways
that mimic human intelligence. Still, there are remarkable
parallels between the operation of individual human
minds and that of deep learning machines. Al seems to be
evolving in a way that adopts some core human features—
specifically, those that relate to perception and memory.

In the early days of Al a traditional view of human
intelligence understood it as a distinct capacity of
human cognition, related to a person’s ability to process
information. Intelligence was a property that could be
measured in any sufficiently complex cognitive system,
and individuals differed in their mental horsepower. Today,

this view is rare among cognitive scientists and others who
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study human intelligence. The key mysteries of human
intelligence that have come to concern researchers for
more than a decade include questions not only about
how people are able to interpret complex inputs, solve
difficult problems, and make reasonable judgments and
decisions quickly, but also how we are able to negotiate
emotionally nuanced relationships, use attitudes and
emotions and other bodily signals to guide our decision-
making, and understand other people’s intentions.” The
study of intelligence has become the study of how people
are able to adapt and succeed, not just how an impressive
information-processing system works.

The modern study of human intelligence draws on
a variety of forms of evidence. Cognitive psychology uses
experimental studies of cognitive performance to look at the
nature of human cognition and its capabilities. Collective
intelligence is the study of how intelligence is designed for
and emerges from group (rather than individual) activity.
Psychometrics is the study of how people vary in what
they can do, how their capabilities are determined, and
how abilities relate to demographic variables. Cognitive
neuroscience looks at how the brain’s hardware is involved
in implementing psychological and social processes. In
the context of cognitive science, artificial intelligence is
concerned with how advances in automating skills associated
with humans provide proofs-of-concept about how humans
might go about doing the same things.

Developments in human-intelligence research
in the last five years have been inspired more by
collective intelligence,”” cognitive neuroscience,”® and
artificial intelligence’ than by cognitive psychology or
psychometrics. The study of working memory, attention,
and executive processing in cognitive psychology, once

understood as the mental components supporting

intelligence, have become central topics in the study of
cognitive neuroscience.® Psychometric work on intelligence
itself has splintered, due to the recognition that a single
“intelligence” dimension like IQ does not adequately
characterize human problem-solving potential.®' Abilities
like empathy, impulse control, and storytelling turn out to
be just as important. Over the past half decade, major shifts
in the understanding of human intelligence have favored

the topics discussed below.

Collective Intelligence

Research from a variety of fields reinforces the view that
intelligence is a property not only of individuals, but also
of collectives.®* As we know from work on the wisdom

of crowds,* collectives can be surprisingly insightful,
especially when many individuals with relevant knowledge
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Al research on cooperation lags bebind that of competition. Recently, the community has begun to invest more

attention in cooperative games like Hanabi, shown here. Researchers at Facebook Al Research have shown that a

combination of deep reinforcement learning and a “theory of mind -like search procedure could achieve state-of-the-

art performance in this cooperative game. It remains to be seen whether Al strategies learned from AI-AI cooperation

transfer to Al-human scenarios. From: https://ai.facebook.com/blog/building-ai-that-can-master-complex-cooperative-

games-with-hidden-information/

make independent contributions, unaffected by pressures
to conform to group norms. Deliberating groups can also
exhibit greater intelligence than individuals, especially
when they follow norms that encourage challenge and
constructive criticism.

Intelligence is a group property in the sense that the
quality of a group’s performance does not depend on the
IQs of the individual members of the group.® It is easier
to predict group performance if you know how good the
group is at turn-taking or how empathetic the members
are than if you know the IQs of group members. Research

on children shows they are sensitive to what others know

when deciding whose advice to take.®

Studies of social networks have shown the role of
collective intelligence in determining individual beliefs.
Some of those studies help explain the distribution of
beliefs across society, showing that patterns of message
transmission in social networks can account for both broad
acceptance of beliefs endorsed by science and simultaneous
minority acceptance of conspiracy theories.*® Such studies
also offer a window into political polarization by showing
that even a collection of rational decision-makers can
end up splitting into incompatible subgroups under the
influence of information bubbles.®”
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In the most general sense, the research community
is starting to see the mind as a collective entity spread
across members of a group. People obviously have skills
that they engage in as individuals, but the majority of
knowledge that allows them to operate day by day sits in
the heads of other members of their community.®® Our
sense of understanding is affected by what others know,
and we rely on others for the arguments that constitute
our explanations, often without knowing that we are doing
so. For instance, we might believe we understand the
motivation for a health policy (wear a mask in public!) but
actually we rely on experts or the internet to spell it out. We
suppose we understand how everyday objects like toilets
work—and discover our ignorance when we try to explain
their mechanism,¥ or when they break. At a broader level,
our communities determine our political and social beliefs
and attitudes. Political partisanship influences many
beliefs and actions,” some that have nothing to do with

politics,” even some related to life and death.”

Cognitive Neuroscience

Work in cognitive neuroscience has started to
productively examine a variety of higher-level skills
associated with the more traditional view of intelligence.
Three partially competing ideas have reached some
consensus over the last few years.

First, a pillar of cognitive neuroscience is that
properties of individuals such as working memory and
executive control are central to domain-independent

intelligence, that which governs performance on all

cognitive tasks regardless of their mode or topic.

A common view is that this sort of intelligence is
governed by neural speed.” But there is increasing
recognition that what matters is not global neural speed
per se, but the efficiency of higher-order processing.
Efficiency is influenced not just by speed, but by how
processing is organized.”

A second idea gaining support is that higher-ability
individuals are characterized by more efficient patterns of
brain connectivity. Both of these ideas are consistent with
the dominant view that intelligence is associated with
higher-level brain areas in the parieto-frontal cortex.

The third idea is more radical. It suggests that
the neural correlates of intelligence are distributed
throughout the brain.” In this view, the paramount
feature of human intelligence is flexibility, the ability
to continually update prior knowledge and to generate
predictions. Intelligence derives from the brain’s ability
to dynamically generate inferences that anticipate
sensory inputs. This flexibility is realized as brain
plasticity—the ability to change—housed in neural
connections that exhibit what network scientists call a
“small-world” pattern, where the brain balances relatively
focal, densely interconnected, functional centers with
long-range connections that allow for more global
integration of information.

Cognitive neuroscience has taken a step in the

direction of collective cognition via a sub-discipline called

social neuroscience. Its motivation is the recognition that

one of the brain’s unique and most important capacities
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Neural net models have
been in the spotlight—
due in small part to the

success of computational
neuroscience and in large
part to the success of deep
learning in Al.

is its ability to grasp what others are thinking and
feeling. The field has thus focused on issues that are old
stalwarts of social psychology—fairness, punishment,
and people’s tendency to cooperate versus compete—and
on identifying hormones and brain networks that are
involved in these activities. Unlike other branches of
cognitive neuroscience, social neuroscience recognizes
that human cognitive, emotional, and behavioral
processes have been shaped by our social environments.
A corollary of developments in cognitive
neuroscience is the growth of the related field
of computational neuroscience, which brings a
computational perspective to the investigation of brains
and minds. This field has been aided tremendously by
the machine-learning paradigm known as reinforcement
learning, which is concerned with learning from
evaluative feedback—reward and punishment.”® It has

proven to be a goldmine of ideas for understanding
learning in the brain, since each element of the
computational theory can be linked to processes at the
cellular level. For instance, there is now broad consensus
about the central role of the dopamine system in
learning, decision-making, motivation, prediction, motor
control, habit, and addiction.”

Computational Modeling

For decades now, trends in computational modeling

of cognition have followed a recurring pattern, cycling
between a primary focus on logic (symbolic reasoning) and
on pattern recognition (neural networks) » SEE $Q12.B. In
the past five to 10 years, neural net models have been in the
spotlight—due in small part to the success of computational
neuroscience and in large part to the success of deep learning
in AL The computational modeling field is now full of deep-
learning-inspired models of visual recognition, language
processing, and other cognitive activities. There remains a
fair amount of excitement about Bayesian modeling—a type
of logic infused with probabilities. But the clash with deep
learning techniques has stirred a heated debate. Is it better
to make highly accurate predictions without understanding
exactly why, or better to make less accurate predictions but
with a clear logic behind them?”® We expect this debate will
be further explored in future AI100 reports.

Beyond efforts to build computational models, deep
learning models have become central methodological
weapons in the cognitive science arsenal. They are the state-
of-the-art tools for classification, helping experimentalists
to quickly construct large stimulus sets for experiments and
analysis. Moreover, huge networks trained on enormous
quantities of data, such as GPT-3 and Grover, > SEE SQ2.A
have opened new territory for the study of language and

discourse at multiple levels.
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The State of the Art

The nature of consciousness remains an open question.
Some see progress;” others believe we are no further
along in understanding how to build a conscious agent
than we were 46 years ago, when the philosopher Thomas
Nagel famously posed the question, “What is it like

to be a bat?”!® It is not even clear that understanding
consciousness is necessary for understanding human
intelligence. The question has become less pressing for
this purpose as we have begun to recognize the limits of
conscious information processing in human cognition,'”
and as our models become increasingly based on
emergent processes instead of central design.

Cognitive models motivate an analysis of how people
integrate information from multiple modalities, multiple
senses, and multiple sources: our brains, our physical
bodies, physical objects (pen, paper, computers), and
social entities (other people, Wikipedia). Although there
is now a lot of evidence that it is the ability to do this
integration that supports humanity’s more remarkable
achievements, how we do so remains largely mysterious.
Relatedly, there is increased recognition of the
importance of processes that support intentional action,
shared intentionality, free will, and agency. But there has
been little fundamental progress on building rigorous
models of these processes.

The cognitive sciences continue to search for
a paradigm for studying human intelligence that
will endure. Still, the search is uncovering critical
perspectives—Ilike collective cognition—and
methodologies that will shape future progress, like
cognitive neuroscience and the latest trends in
computational modeling. These insights seem essential
in our quest for building machines that we would truly

judge as “intelligent.”

SQ5: WHAT ARE THE
PROSPECTS FOR MORE
GENERAL ARTIFICIAL
INTELLIGENCE?

Since the dawn of the field, Al research has had two
different, though interconnected, goals: narrow Al to
develop systems that excel on specific tasks, and general
AL to create systems that achieve the flexibility and
adaptability of human intelligence. While all of today’s
state-of-the-art Al applications are examples of narrow
Al, many researchers are pursuing more general Al
systems, an effort that some in the field have labeled AGI,
for artificial general intelligence.

Most successful Al systems developed in the last
several years have relied, at least in part, on supervised
learning, in which the system is trained on examples that
have been labeled by humans. Supervised learning has
proven to be very powerful, especially when the learning
systems are deep neural networks and the set of training
examples is very large.

Reinforcement learning is another framework that
has produced impressive Al successes in the last decade.
In contrast with supervised learning, reinforcement
learning relies not on labeled examples but on “reward
signals” received by an agent taking actions in an
(often simulated) environment. Deep reinforcement
learning, which combines deep neural networks with
reinforcement learning, has generated considerable
excitement in the Al community following its role in
creating AlphaGo, the program that was able to beat
the world’s best human Go players. »SEEsQ2.c (We will
return to AlphaGo in a moment.)
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Widely available tools like Google Docs’ grammar checker uses transformer-based language models to propose alternative

word choices in near-real time. While prior generations of tools could highlight non-words (“I gave thier dog a bone”), or

even distinguish common word substitutions based on local context (“I gave there dog a bone”), the current generation can

make recommendations based on much more distant or subtle cues. Here, the underlined word influences which word is

Sflagged as a problem from 9 words away. Image credit: Michael Littman via hitips://docs.google.com/.

A third subfield of Al that has generated substantial
recent interest is probabilistic program induction,'?”
in which learning a concept or skill is accomplished
by using a model based on probabilities to generate a
computer program that captures the concept or performs
the skill. Like supervised learning and reinforcement
learning, most probabilistic program induction methods
to date have fit squarely into the “narrow Al” category,
in that they require significant human engineering of
specialized programming languages and produce task-
specific programs that can’t easily be generalized.

While these and other machine-learning methods are
still far from producing fully general Al systems, in the
last few years important progress has been made toward
making Al systems more general. In particular, progress
is underway on three types of related capabilities. First
is the ability for a system to learn in a self-supervised
or self-motivated way. Second is the ability for a single
Al system to learn in a continual way to solve problems
from many different domains without requiring extensive
retraining for each. Third is the ability for an Al system
to generalize between tasks—that is, to adapt the
knowledge and skills the system has acquired for one task

to new situations, with little or no additional training,.

Self-Supervised Learning With
the Transformer Architecture

Significant progress has been made in the last five years
on self-supervised learning, a step towards reducing the
problem of reliance on large human-labeled training
sets. In self-supervised learning, a learning system’s
input can be an incomplete example, and the system’s
job is to complete the example correctly. For instance,
given the partial sentence “I really enjoyed reading
your...,” one might predict that the final word is “book”
or “article,” rather than “coffee” or “bicycle.” Systems
trained in this way, which output probabilities of
possible missing words, are examples of neural network
language models. No explicit human-created labels are
needed for self-supervised learning because the input
data itself plays the role of the training feedback.

Such self-supervised training methods have been
particularly successful when used in conjunction with
a new architecture for deep neural networks called the
transformer.'® At its most basic level, a transformer is a
neural network optimized for processing sequences with
long-range dependencies (for example, words far apart
in a sentence that depend on one another), using the
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idea of “attention” weights to focus processing on the
most relevant parts of the data.

Transformer-based language models have become
the go-to approach for natural language processing,
and have been used in diverse applications, including
machine translation and Google web search. They can
also generate » SEESQ2.A convincingly human-like text
> SEE SQ9.A.

Transformers trained with self-supervised learning
are a promising tool for creating more general Al
systems, because they are applicable to or easily
integrated with a wide variety of data—text, images,

even protein-folding structures'®—and, once trained,

they can either immediately or with just a small amount

of retraining known as “fine-tuning” achieve state-of-

the-art narrow Al performance on difficult tasks.

Continual and Multitask Learning

Significant advances have been made over the last several
years in Al systems that can learn across multiple tasks
while avoiding the pervasive problem of catastrophic
interference between the tasks, in which training the
system on new tasks causes it to forget how to perform
tasks it has already learned. Much of this progress has
come about due to advances in meta-learning methods.
Meta-learning refers to machine-learning methods
aimed at improving the machine-learning process itself.
One influential approach is to train a deep neural
network on a variety of tasks, where the objective is
for the network to learn general-purpose, transferable
representations, as opposed to representations tailored
specifically to any particular task.'” The learned
representations are such that a neural network trained

in this way could be fine-tuned for a variety of specific

tasks with only a small number of training examples for
a given task. Meta-learning has also led to progress in
probabilistic program induction, by enabling abstraction
strategies that learn general-purpose program modules
that can be configured for many different tasks.'*

In continual learning, a learning agent is trained on
a sequence of tasks, each of which is seen only once. The
challenges of continual learning are to constantly use
what has been learned in the past to apply to new tasks,
and, in learning new tasks, to avoid destroying what
has already been learned. While continual learning, like
meta-learning, has been researched for decades in the
machine-learning community, the last several years have
seen some significant advances in this area. Examples
of new approaches include training systems that mimic
processes in the brain, known as neuromodulatory
processes, to learn gating functions that turn on and
off network areas to enable continual learning without

forgetting.'”

Making Deep Reinforcement
Learning More General

For decades, the game of Go »SEESQ2.C has been one
of AD’s grand challenge problems, one much harder
than chess due to Go’s vastly larger space of possible
board configurations, legal moves, and strategic depth.
In 2016, DeepMind’s program AlphaGo definitively
conquered that challenge, defeating Lee Sedol, one of
the world’s best human Go players, in four out of five
games. AlphaGo learned to play Go via a combination
of several Al methods, including supervised deep
learning, deep reinforcement learning, and an iterative

procedure for exploring possible lines of play called
Monte Carlo tree search.'”® While AlphaGo was a
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